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LDRARY B.A. B.Sc. Honours Sth Semester Examination, 2020, held in 2021 

ECOACORIIT-EcONOMIcs (CC11) 

INTRODUCTORY EcONOMETRICS

Full Marks: 50 
Time Allotted: 2 Hours 

The figures in the margin indicate marks of question. 

Candidates should answer in their own words 

and alhere to the word limit as practicable.
All symbols are of usual significance.

2x5-10 
. Answer any five questions from the following:

(a) Explain the term 'Standard Error' ofa statistic. 

(b) Define hypothesis.

(c) Define Type I and Type II errors'. 

Type I Type II te-a RE 7iGI 

(d) State the Ordinary Least Squares (OLS) estimation criterion.

(c) Explain the term 'Degrec of Frecdom. 

() Define 'power of a test 

Power of a test'-93 { 7i3 

(g)What are the effects of an autocorrelated error on OLS estimators?

(h) What is the basis of Goldfeld and Quandt Test in determining heteroscedasticity? 

Heteroscedasticity ÄTTI Goldfeld and Quandt Test-93 11 ? 

(i) State with reason whether the following are dummy variables or not: 

Presence of college education and Racial discrimination

TRE Dummy 5 A I3 AF13 

j) Define a dichotomas variable.
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Answer any four questions from the following: 5x4 20 

(a) The choice of the level of significance depends on the purpose of hypothesis 
testing. Justify the statement.

(b) The mean 1Q for a group of 25 children is 104.8I, the standard deviation is 17.255. 
Test whether the observed mean is significantly greater than 100. 

toos. 24) 1.711, tou1,242.492)
25 7 9 y 1Q 104.81,7ATT N 17.2551 IBTR TTE 5 100 CRITE MRE 

( to.os, 24)= 1.711, too1,24 2.492) 
(c) In a 2 variable Classical Linear Regression Model. show that the least square estimates of the parameters are unbiased. 

(d) The DW test for autocorrelation is not applicable in case of heteroscedastic error. 
- Justify the statement.

(e) Least square techniques when applied to economic time series data usually give biased estimates because many economic time series data are autocorrelated. 
- Justify the statement.

(In the model y =Bxx+ Bzx, +u, the parameter estimates are B = 1, B, = 1. If one 
observation is dropped, the new values are B =-1/2, B =3. State with reason 
whether multicollinearity exists between two variables or not. 

(g) A production function is specified as 

Y =a + B +B*, +, u,IN(0, a*) 
The following data are obtained from a sample of size n = 23 

=10 =5 = 12 
S = 12 S2 =8 S =12 
S, =10 S2, 8 S, = 10 

Compute û. p. B, as well as standard errors of B and B 
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Y, = a+ B, +p,N, +, ,IN(O, o') Gonp 

10 12 

S =12 

LIBRARY 

S=8 S2212 
*Da ites = 10 S 8 10 

Ko 

. Answer any two questions from the following: 
10x2-20 

(a) (i) Make a distinction between deterministic and stochastic relationships. 4+3+3 

(11) What are the sources of the error term? 

(ii) The estimated equation of a function, based on 12 observations, is: 

Y = 10+0.90x 

You are given the following sample moments 

=0.01 = 200 S 40000 

Calculate the predictor of Y for x = 250 and obtain a 95% confidence interval 

for it. (t = 2.228 with 10 deg of freedom). 

(1i) 

Y = 10+ 0.90x 

o= 0.01 = 200 S 4000 

r= 250 Y-9a 7lgU AG 9R 9 T) 95% confidence 

interval PT(1 = 2.228, 10 1OI AIa 7R) 

(b) (i) Heteroscedasticity in the error leads to biased OLS estimators of the 

regression coefficient and its standard error.- Justify the statement. 

(ii) Describe some of the remedial measures for the problem of multicollinearity. 

5+5 

(i) ACT Heteroscedasticity 1P OLS e( aoigie R JT N 

(c) Consider the following est imated 2 variable CLRM: 3+3+4 

Y = constant +0.5X, +e, 

where n = 22, X = 10. Y = 25. = 2201. =4951 
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(i) Obtain the estimated regression coefficient when X is regressed on Y. 

i) Obtain the unbiascd estimate of the error variance, S, when Y is regressed 

on 

(ii) Test the suggestion that (a) Y is proportionally dependent on X and (b) ¥ is 

positively dependent on , both at 5% level of signilicance.

Y,= &FA +0.5X, +e 

CRRITA n =22, X = 10, Y = 25, X =2201, = 4951. 

(d) (i) If the variances of independent and unbiased estimators T. 7, and T,of 

parametere are in the ratio 2:3:5, which of the following estimators would 
you prefer most? 

4+4+2 

(27+T+T) (7+27, +T) (7+T, +27) 
4 4 

(i) Explain "two tail test of hypothesis testing. 

(ii) Define binary variable with suitable example. 

(i) 

(27+7,+7) 7+27, +7) +T + 27) 
4 4 4 

(e) (i) Explain the term 'dummy variable trap' 5+5 
(i) Show that the disturbance term is heteroscedastic in linear probability model. 

(i) 

(i) 7RTaRE T ATF-a afH Heteroscedastic zS 

N.B. : Students huve to complete submission of their Answer Seripts through E-mail Whatsapp to 
their awn respective colleges on the same day / dute of examination within I hour after end 
of exam. University/ College uuthorities will not he held responsihle for wrong submission 
(at in proper address). Students are strongly advised not to submit multiple copies of the 

same an.swer script. 
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