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WEST BENGAL STATE UNIVERSITY

B.A. B.Sc. Honours 5th Semester Examination, 2020, held in 2021

ECOACORI1IT-EcoNomics (CC11)

INTRODUCTORY ECONOMETRICS

Full Marks: 50

Time Allotted: 2 Hours
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and adhere 1o the word limit as practicable. Tev fAco 291
All symbols are of usual significance.

The figures in the margin indicate marks of question.

Candidates should answer in their own words

l. Answer any five questions from the following:
forfeife @-C A6l &eed T wies
(a) Explain the term ‘Standard Error’ of a statistic.
"HNF G 2RO I T

(b) Define hypothesis.
AP(HI AR WG |

(¢c) Define ‘Type I and Type II errors’.
‘Type | € Type Il FIfe’ -3 M@ 7G|

(d) State the Ordinary Least Squares (OLS) estimation criterion.
Fafael S a5 26 (OL.S) 2N 3 Wweesfs @l

(¢) Explain the term ‘Degree of Freedom’.
“giFeola WG 2WBId I ST

(f) Detine ‘power of'a test’.
‘Power of a test’-9d T AIC |

() What are the effects of an autocorrelated error on OLS estimators?
OLS 2@Fed evd Fafared 7{F¥e feReeR et S Sl

(h) What is the basis of Goldfeld and Quandt Test in determining heteroscedasticity?
Heteroscedasticity fadiace Goldfeld and Quandt Test-499 fSfefF 2
(i) State with reason whether the following are dummy variables or not:
Presence of college education and Racial discrimination
femferie e Dummy b&7e 1 FREER A8
e e BoifEfs ¢ wifosrs (aa
(j) Define a dichotomas variable.
faurgs vettad Hel wie
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Answer any four questions from the following:

fafeie @-@IE oFf 2t T wies

The choice of the level of significance depends on the purpose of hypothesis
testing. — Justify the statement.

SR TR S &INe el SRl Srweda evfd fred w — TR am
A

The mean 1Q for a group of 25 children is 104.81, the standard deviation is 17.255.
Test whether the observed mean is significantly greater than 100.
(f00s.24) = L7LL ty01.24 = 2.492)

25 B ISR 91 1Q 104.81 .59 [y 17,2551 7513 w0l Boferd oG 100 (A0F WL
QAR (t005.20) = 1711, 190124 = 2.492)

In a 2 variable Classical Linear Regression Model, show that the least squarc
estimates of the parameters are unbiased.

aﬁ%ﬁ@ﬁﬁ%ﬁwﬁwmmmaﬁéaﬁmm@mﬁwﬁ
AT |

The DW test for autocorrelation is not applicable in case of heteroscedastic error.
— Justify the statement.

TRIFTOE F>IFOR™ DW R heteroscedastic @ (g AE] 91 — i
B A

Least square techniques when applied to economic time series data usually give
biased estimates because many economic time series data are autocorrelated.
— Justify the statement.

Waﬁﬂmwmmmﬂwwmwm@wwm,

qu@%w@WﬁnﬂﬁWw<%wwﬁ%@—@%ﬁm
A

In the model y = Bx, + B,x, +u, the parameter estimates are B =1, B, =1. Ifonc

observation is dropped, the new values are BI =-1/2, ﬁz =3. State with reason
whether multicollinearity exists between two variables or not.

y=0x + fox, +u O AFE Tafe oo BI =1, ﬂ2=1.| a3 orfrEre qm

fatsl g7 W = B,:—l/z,ﬁzzmﬁwwmﬁﬁﬁ@mmmm
T '

A production function is specitied as
Y =a+ px,+ [, +u, u, ~IN(0, o*)

The following data are obtained from a sample of size n =23

% =10 X, =5 F=12
S, =12 S, =8 S, =12
S, =10 S, =8 S, =10

Compute &, £, B, as well as standard errors of B, and B, .

(3]
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),' =at Ib’]_\—ll + /‘{A"\A‘l "“”/ i, -~ IN(()~ 0.3)

v, =10 v, =S o2
S, =12 S, =8 Sy, =12
S, =10 S,, =8 S, =10

. B [ -aq W el v @ g, 3, -aq e i o)

3. Answer any fwo questions from the following:

iR @-@I 7f0 @loie Ted mes

(a) (1)
(11)
(111)

(i)
(iii)

(11)

Make a distinction between deterministic and stochastic relationships.

What are the sources of the error term?
The estimated equation of a function, based on 12 observations, is:

Y =10+0.90x
You are given the following sample moments:
o’ =00l X =200 S, =4000

Calculate the predictor of ¥ for x =250 and obtain a 95% confidence interval
for it. (£ = 2.228 with 10 deg of freedom).

2% ¢ FEAOR T T& AL I

aifesicra See e @l
12 T ~rferol-aa fofare elte afb semmed ~Afulsige TR 21
Y =10+0.90x
forsferfire g1 aeef (el @1
> =001 ¥=200 S, =4000

(=250 T Y-93 SFNAFE s Al @ W3 @3 &« 95% confidence
interval e SN (1 = 2.228, 10 AT Tl 777

Heteroscedasticity in the error leads to biased OLS estimators of the
regression coefficient and its standard error. — Justify the statement.

Describe some of the remedial measures for the problem of multicollinearity.
@W7ft% Heteroscedasticity QP OLS @I 2efiqfe e ¢ AT IS

oS T — G0 (QbIF Sl
qffemel TR afowicaa Al e Sl

(¢) Consider the following estimated 2 variable CLRM:

Y, =constant +0.5X, +¢,

2

where n=22. X =10, ¥ =25, 3. X} =2201, D ¥ =4951.

5011

10%2=20

4+3+3
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(1)
(i1)

(iih)

(1)
(11)

(i11)

(1)

(ii)
(iii)

(1)

(i)
(iif)
(i)

(it)

(i1)

N.B. : Students have 1o complete submission of their Answer Scripts through E-mail Whatsapp to

Obtain the estimated regression coefficient when X is regressed on Y.

2

Obtain the unbiased estimate of the error variance, S, , when Y is regressed

[

on X.

Test the suggestion that (a) Y is proportionally dependent on A" and (b) ¥ is
positively dependent on .\, both at 5% level of significance.

fsferRe 2 ver-RiE weuiege sree (el wires
Y, = & +0.5X, +¢

@M n=22, X =10, ¥ =25, ) X7 =2201, ) ¥ =4951.

I X F Y 93 8517 2opigfe Tl W, OF AP AS]fE 7Zol-aF A T A
Y (& X 99 €917 Zojigie Fh0e ax [RIEE srFofiele Aes-ad i $© 204 9
590 Sleoidoy Satet faffee ewre @ s

(F) Y Sigeiiforeird x-a3 o fsaia,

(¥) Y 20O X-97 87 fqosaie |

If the variances of independent and unbiased estimators 7,, 7, and Tof
parameter @ are in the ratio 2:3:5, which of the following estimators would
you prefer most?
2L+T,+T) (T,+2T,+T;) (T,+T,+2T;)
4 ’ 4 ’ 4
Explain ‘two tail test” of hypothesis testing.

Define binary variable with suitable example.

AARGE -9 foaf FAT @ *FoNeq e 7, 7, aR T, -99 (onEaf
2:3:5 A v fewlll AfeeTd TR W) (@0 G @ 1w FA0E 9

T, +T,+T;) (T, +2T,+T;y) (T, +T,+2T;)

’

4 4 ' 4
2% 2fArFIA (F0T 2 7J5r-f[AfE “@rm 3w
ol HEI(FA SRIRATHE LW WG |

Explain the term ‘dummy variable trap’.

Show that the disturbance term is heteroscedastic in linear probability model.

Tifsl b T ©glb AN |
IS (A FIEALF FI WO-93 B Heteroscedastic 2@ |

their own respective colleges on the same day / date of examination within 1 hour afier end
of exam. University / College authorities will not be held responsible for wrong submission
(at in proper address). Students are strongly advised not to submit multiple copies of the
same answer script.
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