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(a) Define p-value. 

ECOACORIIT-EcONOMICS (CC11) 

Answer any five questions from the following: 

p-value - RSO sI 

(c) Define type II error. 

(e) What 

All symbols are of usual significance. 

(b) Why is error term introduced in Econometric model? 

(d) What is level of significance? 

non-parametric test? 

() Distinguish between 'unbiased' and 'consistent' parameter. 

(g) Define a dichotomous variable. 

(h) What is standard error of a statistic? 

(i) Distinguish between partial effect and joint effect. 

() Write two examples of dummy variable. 
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Answer any four questions from the following: 2. 

(a) IfHÍ is accepted at a% level of significance and a < az, it will definitely be 
accepted at a,% level of significance' Is it true? 

(b) The non-stochasticity ofX is suficient but not necessary to ensure the linearity 
ofClassical Linear Regression Model.'- Do you agree? 

(C) "The choice of the level of significance depends on the purpose of hypothesis 
testing'.Justify. 

(d) A production function is specified as 

Y =a+B X, +B, X, t u,, u, ~ 1N(0,o) 
The following data are found from a sample of size 23: 

x =10 ù=12 S =12 Sip =8 

S, =12 S;, =10 Szy =8 S, =10 

Compute intercept and slope estimates along with their standard errors. 

Y =a+ B X, +B, X; t u,, u, ~ lN(0, o) 
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x =10 

S =12 S, =10 

ù=12 

S2y =8 

(e) Discuss the BLUE properties of OLS estimates. 
OLS HqTAOA BLUE B tAba| PAII 

S, =12 
Sy =10 

() In the model Y =B X, +ß, X, t u, the estimates are � = 1, B =1. If an 
observation is dropped, the new values are , =-5, B; =3. State with reason 
whether multico llinearity exists between two explanatory variables or not. 

(g) Describe the DW Test for detecting autocorrelation. 

Sip =8 

(h) Distinguish between Rand adjusted R". What is the relevance of adjusted R²? 
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3. Answer any two questions from the following: 

(a) Consider the following Classical Linear Regression Model: 

Y,=&+1.5 X, +e, where 

SE, =0.5, r'=0.5, r= 10, p=25, Ex? = 2201, Ey = 6895 
Find the following: 

5011 

() the sample size; 
(ii) the estimated intercept; 
(iii) the residual sum of squares (RSS) 

Y.=û+1.5 X, +e, 

AIA SE, =0.5, r' =0.5, T=10, J=25, Lx - 2201 g% Ey =6895 

() 0 

(iii) RSS. 

(b) Specity a multiple regression model. Explain how its parameters are estimated 
by OLS method. 

(c) Specify a regression model with an 'intercept dummy variable'. Interprete the 
model. In this context, explain the concept of dummy variable trap. 

(d) What is heteroscedasticity? 'Heteroscedasticity in error term leads to biased 
OLS estimates of the regression coefficient and its standard error- Do you 
agree? Describe a test to detect heteroscedasticity. 

3 

10x2 = 20 
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